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 Solving the problem of student late graduation has been a lot of 

research done before, with various methods and algorithms. Likewise, 

the comparison of various methods to predict student graduation. 

However, there is no comparison of the Naïve Bayes, Decision Tree, 

and KNN methods using data from the Informatics Engineering 

Department in Institute Business XYZ. From this study by comparing 

the three methods, the Naïve Bayes method is ranked first with an 

accuracy rate of 66.67%, Precison 80% and Recall 66.67%. Rank 2 is 

the KNN algorithm with an accuracy rate of 55.56%, Precision 66.67% 

and Recall 66.67% and the last is the Decision Tree algorithm with an 

accuracy rate of 46%, Precison 48.3% and Recall 61.67% 
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INTRODUCTION 
Papers should be submitted in English as doc or pdf file attachments. Each paper should be 

singlespaced with wide margins, on one side only of the paper, preferably of A4 size, with pages in 

numbered sequence. The font used for the main body should be 12 pt Calibri and for the bodynotes 10 

pt Times New Roman or the closest font available. Footnotes should be numbered consecutively and 

placed within the text. Please leave one line empty before and after every section. 

The timely graduation of students is one of the parametres of a college quality. This is used as one of 
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the indicators by the National Accreditation Board (BAN) PT, as well as by the Independent 

Accreditation Institute for each departement and faculty in universities. The Institute Business XYZ, 

as a fairly new established university, also facing similar obstacles in the problem of producing 

college students graduate timely. And also, the problem of the high numbers of Drop Out students in 

the Informatics Engineering Departement. This problem can be seen from the table below. 

 

 

 

 

The problem of late graduation and drop out students has something in common, that the student 

does not complete his studies according to a predetermined schedule. This is a problem for the quality 

of the college.  In addition to the similarity of late graduate and drop out students, there is a major 

difference between the two problems, namely, for students who  late graduate, there is still a chance 

that the student can complete his studies. For students who drop out, it is certain that the student did 

not complete his studies. This is also an obstacle to poor assessment in campus accreditation result.  In 

table 1, it can be seen that the problems faced by the Institute Business XYZ are Drop Out students by 

43.82% and late graduation students by 24.72%. And only 31.46% of IT Department Students can 

graduate timely.  

Of the three problems mentioned above, this study will only focus on the problem of late graduate 

students, which if this problem is resolved, the problem of students graduating on time with 31.46% 

will be automatically resolved. Research that discusses student graduation has been many of them 

identical to the potential for Drop Out students (Nasrullah, 2018) , comparing the C4.5 method with 

KNN in identifying students who have the potential to drop out (Atma and Setyanto, 2018), predicting 

students at risk of Drop Out using AD Tree and NNge (Andri and Paulus, 2021), Drop Out student 

Prediction Solutions (Jin et al. , 2016) , Analysis of Drop Out Predictions based on social behavior 

(Hidayat, Purwitasari and Ginardi, 2013), KNN Algorithm Model for Student graduation predictions 

(Rohman, 2015), application of PSO-based Neural Network algorithms to select attributes in 

determining Students who Drop Out (Septiana, 2013).  

However, the difference is that previous research with research conducted on generational 

attributes. This generation attribute is made based on the birth of students following the generation 

classification (BRS, 2021), Comparison on the Performance of the  C4.5 algorithm, Gradient Boosting 

Algorithm with Random Forest Algorithm and Deep learning Algorithm in the Education Data 
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Mining case study (Mutrofin et al. , 2020) . For this reason, this study aims to compare the decision 

tree method with KNN and Naïve Bayes in predicting late graduation students. 

 

The background of choosing these three methods to be compared is because the three methods are 

very familiar to be used by lecturers and educators in artificial intelligence and data mining courses. 

Although there are likely to be many methods that perform better than these three methods. However, 

performance problems must be proven first by research. 

 

In this study, it was also carried out in the Informatics Engineering Department at Institute 

Business XYZ which is interesting because in this institute, there are five semesters of special 

compulsory courses that must be taken in this Informatics Engineering Department. The author of this 

piker is also interesting to be used as a differentiator in previous research in the Informatics 

Engineering Department that has been carried out. 

 

METHOD 

Proposed in this research method according to the appearance of figure 1 below. In the first stage with 

data collection, using academic data from the Informatics Engineering Department of Institute 

Business XYZ from 2014 to 2017 because only students of the class of 2017 have graduated timely. 

The total number of data is 89 students. However, because this research only focuses on students who 

graduated timely and students who late  graduated out of a total of 89 students, only 50 students were 

used for research. 

 

 

 

 
Figure 1. Proposed Research Methods 

(source : (Mutrofin et al. , 2020) 

 

Data Collection  

For the attributes used in the study as many as 8 attributes, namely, Student Identity Number, Student 

Name, Gender, Place of birth, generation, college time, GPA and graduation status. The attributes 

used in this study are clearly in accordance with table 2 below.  
 

Table 2 Attributes used 

(Source: IT Department and PDDIKTI) 
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In table 2 of the Identity Student Number (NPM) is the student's principal number. In this 

study, the type of NPM is Polynomial, because although NPM is a number, it is not a number that can 

be added up, but as unique data and no one should be the same. The name is also of the type 

Polynomial. Gender is binominal type because there are only 2 genders. The place of birth is of the 

polynomial type because of the diverse birthplaces of students. For the generation of the result of 

processing based on the year of birth.  

After obtaining the year of birth, it is then determined whether the year of birth of students 

enters into what generation is classified as BPS (BRS, 2021). It turns out that the results of classifying 

the year of birth of students are only two generations. Namely the Millennial generation and 

generation Z. because there are only two generations, the type for the Binomial generation. For the 

attributes of lecture time, the type is binomial, because there are only two lecture times, regular night 

and regular morning. Then for the GPA type attribute is real, because almost all GPA always has a 

comma. Then for the status of the lecture, the type is binomial, because there are only two college 

statuses, timely or late. After the first and second stages are completed, the third stage is carried out, 

namely the selection of algorithms. For the first algorithm is the decision tree algorithm. 

Decision Tree 

The Decision Tree or this decision tree changes the feed that it looks very large in the decision tree. 

The main focus is to turn the data into a decision tree with some decision rules.  (Amril Mutoi Siregar; 

Adam Puspabuana, 2017). There are many kinds of Decision Tree algorithms including Algorithms 

C4.5, ID3 and CART. This study used the C4.5 algorithm. 

The C4.5 algorithm is the result of the development of the ID3 algorithm (Amril Mutoi 

Siregar; Adam Puspabuana, 2017). How to form a decision tree by determining the attributes or 

variables that are the root of a decision tree using the formulas entropy, gain, gain ratio and split info. 

The Entropy formula is as follows: 
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M = number of classifications  

Pi = sum of sample ratios / probability class i 

 

 

The enthropy formula for each variable is : 
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         (  )     ( )

 

 

 

 

A   = Variable 

v  = Probability of variable value 

| Sv|   = number of niliai samples v 

| S|   = number of samples for all sample data 

Entropy (Sv)  = Entropy of the sample with Value v 

 

Gain Formula:  

 

     ( )          ( )            ( )   ( ) 
 

The gaint ratio formula is as follows: 

 

 

         (   )    
    (   )

          (   )
              ( ) 

 

 

S   = Space data/sample Used for taining. 

A   = Attribute 

Gain (S, A)  = Information gain pada atribut A 

SplitInfor (S, A) = Split Information on attribute A 

 

The attribute with the highest gain ratio is selected as the test attribute for the node. An advantage is 

the acquisition of information. Information acquisition applies a normalization approach called 

separate information according to the following formula: 

 

         (   )     ∑  
  

 
      

  

 
                                                     

   (5) 

  

 

Naïve Bayes 

The selection of the second algorithm is the Bayesian Naïve algorithm. The bayesian Naïve algorithm 

is a classification method using probability methods as well as statistics (Amril Mutoi Siregar; Adam 

Puspabuana, 2017).  The equation Naïve Bayes is as follows: 
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X   = is an unknown class 

H   = data hypothesis X 

P(H| X)  = probability of hypothesis H based on condition x 

P(H)  = probability of hypothesis H 

P(X)  = probability of hypothesis X 

 

 

K - Nearest Neighbor (KNN) 

The last algorithm chosen K-Nearest Neighbor (KNN) method.  This algorithm is a classification 

method based on the closest distance (Amril Mutoi Siregar; Adam Puspabuana, 2017). The formula of 

KNN is as follows: 

 

 (   )   √∑ (     )
 

 

   
                    ( ) 

 

 

 

RESULT AND DISCUSSION 

This section is the result of trial algorithms using Rapidminier tools. It started with the Decision Tree 

algorithm, then Naive Bayes and finally KNN. 

 

Decision Tree  

In figure 2, it is shown that college time is the most decisive attribute in graduating on time. 

Evening lecture time is indicated to be slower than the time of graduation from morning lectures. 

Then there are more women who graduate on time than men. And millennials are more likely to 

graduate on time than generation Z. 
 

 
Figure 2.  The most defining attributes 
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Table 3 shows the performance level of the algorithm in predicting student graduation status of 

46%. Table 4 Performance Precision Decision Tree at 48.3 %. Table 5 Performance Recall Decision 

Tree at 61.67%. 
 

 
Tabel 3 Perfomace Accuracy Decision Tree 

 

 
 

 
 

 

 
 

 

 
 

 

Tabel 4 Performace Precision Decision Tree 
 

 
 

 
Tabel 5 Perfomace Recall Decision Tree 
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Naïve Bayes 

The results of the Naïve Bayes algorithm are shown in table 7, table 8 and table 9. Table 7 shows 

the precision performance of the Naïve Bayes algorithm of 66.67%. Performance precision of 80% as 

shown in table 7. And in table 8 performance Recall was 66.67%. 
 

 
Table 6 Performance Accuracy Naive Bayes 

 

 
 

 
Table 7 Performance Precision Naive Bayes 

 

 

 
 

 

 

 

 

Table 8 Performance Recall Naive Bayes 
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K-Nearest Neighbor (KNN) 

The performance of the K-Nearest Neighbor (KNN) Algorithm is shown in table 9, table 10 

and table 11.  Performance Accuracy in table 9, shows that the KNN accuracy level is 55.56%. 

Performance precision is shown in table 10 showing the level of precision of the KNN algorithm of 

66.67%. And table 10 shows the performance of the KNN algorithm at 66.67%. 
 

 
Table 9 Performance Accuracy KNN 

 
 

 
Table 10 Performance Precision KNN 

 
 

 
Table 11 Performance Recall KNN 

 

 

 
 

 

CONCLUSION 

From testing the three algorithms above, the following results are obtained: The best performance 

level is shown by the Naïve Bayes algorithm with 66, 67% accuracy and 80% precision. The next 

level is shown by the KNN algorithm with an accuracy rate of 55.56% and precision 66, 67%. 3. 

Finally, Decision Tree with an accuracy rate of 46% and a precision of 48.3%. Thus, it can be 

concluded that the predictions in this study are Naïve Bayes, then KNN and finally Decision Tree. 
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The comparison of decision trees, naïve bayes and knn is not a new research, but the comparison of 

the three methods with the research object of the informatics engineering study program from 

muhammadiyah higher education with the policy of the islamic religion and kemuhammadiyahan 

curriculum for up to five semesters is a study that most likely has not been studied. For this reason, 

this research is expected to be the beginning of further researchers so that they can compare other 

methods that are better with the same research object. 
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